Salinity.sas: Explanation of code 

SAS provides three procs to analyze data with random effects:
	Varcomp: older proc, multiple estimators for variance components 
	Mixed: general proc for mixed models (combinations of fixed and random effects)
	Glimmix: newer proc, more bells and whistles here than in mixed, fits everything mixed does, and
		extends mixed to models for discrete outcomes (yes/no, counts) and non-normal distributions

We will use proc mixed, but almost everything I say could be used in proc glimmix

SAS distinguishes between a fixed and a random effect using two statements to specify a model
	Model: defines the response variable and fixed effect variables.  Equivalent to model in proc glm
	Random: defines the random effect variables.

When variables define categories (as they will always do in this class), those variables need to go in the class statement, which precedes both the model and random statements.

Container(trt) notation: 
When a variable is nested in another, e.g., X is nested in Y, you can write X(Y) to tell SAS that.  So container(trt) in the example code indicates containers are nested in treatments.  Not necessary for the salinity study because containers are uniquely numbers, 1 through 6.  However, there is no harm in adding the additional information.   Container(trt) is necessary when containers are numbered 1,2, 1,2, 1,2 within each treatment.  Then container(trt) represents each unique combination of container and trt, which is what you want.

Container(trt) notation is equivalent to container*trt. Both indicate all combinations of container and trt, but container(trt) reminds you of the relationship between the two variables.  If SAS doesn’t like your nested specification, and it can be harder to specify when more than two levels of nesting, just use the interaction specification: container*trt.
 
/ddfm = kr:
Computing degrees of freedom for mixed models can be tricky.  In hard problems, it requires an approximation.  The two commonly used ones are Satterthwaite and Kenward-Roger, a generalization of Satterthwaite.  These are specified by /ddfm= on the model statement.  Ddfm stands for denominator degrees of freedom.  Satterthwaite is /ddfm=satterth and Kenward-Roger is /ddfm=kr.  In the sorts of problems we’re doing this week, the two are equivalent.  My practice is to always specify /ddfm=kr.

After the model fit commands:
Proc mixed and proc glimmix provide all the ‘after the ANOVA’ commands from proc glm, including lsmeans, estimate, and contrast.  One difference from proc glm is that lsmeans includes standard errors for the lsmeans by default, so /stderr is not needed.

proc mixed code after the first one:

When there is only one group:
The goal here is to estimate variance components and the overall mean.  There are no fixed effects; the overall mean, called the intercept is included by default.  The only new thing is how to get the estimated mean.  There are a couple of ways, but the most obvious is to use an estimate statement.  You want 1 times the intercept, which is what estimate ‘mean’ intercept 1; does.

Plant(container*trt):
This specifies a 2nd level of nesting.  It would make sense to use plant(container(trt)) but the SAS syntax checker doesn’t like it.  Use this form or plant*container*trt and all is well.
This model gives some warnings because plant(container*trt) is equivalent to the residual when there is only one observation per plant.  

Averaging plants within container:
This code is explained in detail in the calculating and storing averages document and code

Proc mixed method=type3:
This requests EMS/ANOVA/Traditional estimates of the variance components instead of REML.  You get a table of expected mean squares and the estimated variance component can be negative.  Proc glimmix does not compute traditional estimates.  It only does REML.

Proc mixed nobound:
This tells SAS to allow negative estimates for variance components.  Estimation is still by REML (unlike method=type3).  Useful when you get a 0 estimate.  My practice is to check for problems (outliers, unequal variances) first.  If there are none, then use nobound.  

Nobound introduces some computational problems, so sometimes the model can’t be fit when you use nobound.  If you run into this in a research problem, the stat consulting group has some tricks to help SAS fit the model, so contact us.
[bookmark: _GoBack]
