Logistic regression in JMP
The example is the “simpler” question about the Donner party survival: is P[survive] associated with age?  The data for individuals 15 or older are in donner.csv
To fit a logistic regression, the response variable must be categorical (red bar variable).  You can either switch survival (values of 0 or 1) to categorical or use survivalc (values of No or Yes) as the response.  These instructions use survivalc.
You can use either Fit Y by X or Fit Model.  Fit Model provides more options and allows more complicated models.  Fit model also allows you to specify whether to model P[No] or P[Yes].  I will demonstrate Fit Model.
Analyze / Fit Model: 
Put survivalc into the Y box.  Notice that when you do this, the Personality (top right) changes to nominal logistic.  There is a version of logistic regression for ordered responses called ordinal logistic regression; this isn’t covered in 587.

Target Level: Important!  Just below the Personality box in the top right of the Fit Model dialog.  Specifies what you are modeling, P[no] or P[yes].   My example models P[Yes], so make sure the target level is set to Yes.

Put age into the Construct Model Effects box.  
Click Run

Important parts of the default results (from the perspective of this course):
	JMP gives you lots of different output.  Some is more relevant to machine learning applications

Logistic Plot:
	Shows the fitted curve (P[survival] as a function of age) and dots for each observation.
		My opinion is that the curve very helpful; the dots are absolutely not
		The JMP folks think the dots are informative; many users disagree.
I suggest you ignore the dots.  You can make them disappear by clicking the red triangle at the top left (by Nominal Logistic …), selecting plot options, then unclicking show points.

Whole model test:
	A model comparison between the specified model and the intercept only model.  
		Tests the null hypothesis that all regression slopes = 0
		This is a likelihood ratio test
	This is followed by model selection statistics, including AICc (a variation on AIC) and BIC.
		We’ll talk about both in a couple of weeks.
		Various folks have defined an R2 measure for non-normal responses.  
		I think this is even sketchier than R2 for a linear regression.

Lack of Fit:
	Like the ANOVA lack of fit test for linear regression.  
		Compares the fit of the regression to that of a model with a different mean for each unique X
	Want a large p-value (no evidence of lack of fit).
Parameter Estimates: (What you probably wanted)
	Estimates, their standard errors, and a test of parameter = 0.  
		The test is the Wald test from lecture.  The Chi-square statistic is the square of lecture Z statistic.

Effect Likelihood Ratio Tests:
	The LRT, also called, drop-in-deviance test for each slope parameter.
		Note that the p-values for the Wald and the LRT are not the same, as discussed in lecture.

Additional things you can request: 
	all available after clicking the red triangle in the top left, by Nominal Logistic Fit

Confidence intervals for estimates: Click on Confidence Intervals

Odds Ratio: Click on Odds ratios – the parameter estimate(s) are exponentiated to give odds ratios
	You get two blocks of output:
 		Unit Odds Ratios: the usual definition: odds ratio when X increases by 1
		Range Odds Ratios: odds ratio when X goes from smallest to largest value (the range of X)
	For each, the line of results gives you:
		Odds Ratio = exp(estimated slope) , or exp(range(X) * estimated slope)
		the 95% CI for the odds ratio, using the profile likelihood 
		Reciprocal: 1/odds ratio, in case you want “the other” odds
	The line below Odds Ratios tells you which odds is being computed.  Here, odds of Yes / Odds of No

Predicted probabilities and related information: Click on Save Probability Formula
	Four columns are added to the data table:
		Lin[Yes]: the linear predictor: intercept + slope*X for each observation
		Prob[Yes]: the predicted probability of Yes
		Prob[No}: the predicted probability of No
		Most likely survivalc: which outcome is more likely? Yes or No
	These are formula versions, so you can add rows to the data set to get new predictions
		Enter values for the X variable, leave the response blank

[bookmark: _GoBack]This is not a complete list of what JMP provides.  If you learn more about logistic regression, you should recognize the options JMP provides, e.g. ROC curve and confusion matrix.

	
